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Reduced site equipment through 
virtualization

Reduced site leases, maintenance / site 
visits, operations, and power use 
through fewer equipment at sites

Lower latency through optimization of 
network locations (edge vs. central)

Virtualized, 
decoupled 
RAN 
architecture

Optimal mix of 
edge and 
centralized 
data center 
resources

Standardized, 
open 
hardware and 
software 
frameworks 

Reduced capacity requirement through 
pooling and orchestration of  resources 
delivering more with less

Four Success Factors Benefits

Rakuten Mobile Network Architecture

Pervasive 
automation 
and zero 
operations 
control



• Fully virtualized  eNB - virtualizing the RAN on COTS hardware

• Containerized vRAN micro-services based on Kubernetes 
Platform

• 24-sectors of Baseband processing on single dual-socket 
server 

• End-to-end orchestration and automation of eNB as a VNF
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• Telemetry-based RCA and auto-diagnose for common issues

• Zero-touch infrastructure automation ready for deploying 
real-time & extremely latency sensitive applications like vDU

• Future-proof Hardware and Software solution – Upfront 
architecture & design that can support 5G

• Facilitating Open interfaces and making Disaggregation of 
Hardware and Software a reality 

Radio Innovations Infrastructure Innovations





Sep - 2019 Feb - 2020

There are already more than 3,300 sites on air as of Feb 13, 2020



Avg Daily Data Volume(TB) Avg Daily Active Subscribers

Average Daily Active Subs & Data Volume

NB. Average Daily Active Subs & Data Volume is calculated weekly starting from Jan 1, 2020.
Selected NW KPIs are average during Feb 11, 2020.





• We operationalized Service Experience 
Center (SXC)

• We created a Pod-based Incident 
Management approach

• We are running Canary Tests to assure 
our Launch Readiness

• We are introducing automation for 
Troubleticket creation and resolution

Sep Oct Nov Dec Jan

Critical & High Trouble Tickets (excl. RAN)

NB. Daily Critical&High TroubleTicket trends calculated based on 21 days Moving Average. 

39% reduction in Critical&High TT in 
Jan/Feb as compared to Sep/Oct
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Digital First Approach

“Complete Shop Experience 

from Mobile App”

Ultra Fast Retail Experience

“From hours to minutes 

experience”

Completely Omnichannel

“Moving seamlessly between 

channels”

Personalized Video Experience

“T&C Walk-through and Welcome 

Video”

Moving to an Any-Device Era

“Implementing eSIM provisioning”
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Voice and 

Video Calls

Audio and Video

Conferencing

Messaging Business

Messaging

Integrated Voice,

Video&messaging




